Alternative commutation relations, star products and tomography

This article has been downloaded from IOPscience. Please scroll down to see the full text article. 2002 J. Phys. A: Math. Gen. 35699
(http://iopscience.iop.org/0305-4470/35/3/315)
View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 171.66.16.107
The article was downloaded on 02/06/2010 at 10:17

Please note that terms and conditions apply.

# Alternative commutation relations, star products and tomography 

Olga V Man'ko ${ }^{1}$, V I Man'ko ${ }^{1}$ and G Marmo ${ }^{2}$<br>${ }^{1}$ P N Lebedev Physical Institute, Leninskii Prospect 53, Moscow 119991, Russia<br>${ }^{2}$ Dipartimento di Scienze Fisiche, Università 'Federico II' di Napoli and Istituto Nazionale di Fisica Nucleare, Sezione di Napoli, Complesso Universitario di Monte S Angelo, Via Cintia, I-80126 Napoli, Italy<br>E-mail: omanko@sci.lebedev.ru, manko@sci.lebedev.ru and marmo@na.infn.it

Received 26 March 2001, in final form 7 December 2001
Published 11 January 2002
Online at stacks.iop.org/JPhysA/35/699


#### Abstract

Invertible maps from operators of quantum observables onto functions of $c$ number arguments and their associative products are first assessed. Different types of maps such as the Weyl-Wigner-Stratonovich map and $s$-ordered quasidistribution are discussed. The recently introduced symplectic tomography map of observables (tomograms) related to the Heisenberg-Weyl group is shown to belong to the standard framework of the maps from quantum observables onto the $c$-number functions. The star product for symbols of the quantum observable for each one of the maps (including the tomographic map) and explicit relations among different star products are obtained. Deformations of the Moyal star product and alternative commutation relations are also considered.


PACS numbers: 03.65.Ta, 03.65.Sq, 03.65.Wj

## 1. Introduction

In a two-page paper [1], published 50 years ago, Wigner raised the question of the uniqueness of the commutation relations compatible with the evolution of a quantum oscillator. Several papers have been devoted to this problem since (see [2] and references therein). More recently, in connection with the problem of integrability, the problem has received renewed attention. Indeed, it is well known that alternative and compatible Poisson brackets appear in connection with the problem of complete integrability within a classical framework [3]. On the other hand, classical mechanics may be derived, in some appropriate limit, from quantum mechanics. It is then a natural question to ask which alternative quantum structures, after taking the 'classical limit', would reproduce the alternative known Hamiltonian descriptions. This paper belongs to this set of ideas even though it will not be concerned with the problem of complete integrability. We shall concentrate our attention on the alternative structures within the framework of the

Heisenberg picture for operators acting on Hilbert spaces of infinite and finite dimensions. We shall also make considerations on a generalized version of the Ehrenfest picture. Recently, the activity connected with quantum computing has regained great interest for finite-level quantum systems, in addition, within this framework, one does not have to worry about domain problems for operators, therefore we shall also indulge a little with finite level quantum systems. Having in mind the comparison with the classical limit, a predominant role will be played by the Wigner map [4], associating functions on the phase space with operators acting on the space of states. In this connection, we shall also consider tomographic descriptions of Wigner functions [5, 6]. We also study other quasi-distributions [7] used to describe the states in quantum mechanics.

The formalisms of quantum and classical mechanics are drastically different in the sense that the physical observables of classical mechanics are described by $c$-numbers and the quantum observables are described by operators acting on the Hilbert space of quantum states [8] and the quantum states are associated with the density matrix for mixed states [9] and the wavefunction for pure states [10]. Due to the Heisenberg uncertainty relation [11], the existence of the conventional joint probability distribution on the phase space is impossible in quantum mechanics.

The Wigner function turns out to be the Weyl symbol of the density operator and the evolution equation for the Wigner function, introduced by Moyal [12], is just a well known example of the possibility to formulate quantum mechanics using an invertible map between density operators and functions on the phase space. Several different such maps from density operators (and other operators) to $c$-number functions (or generalized functions) on the phase space have been introduced. Known types of functions are the singular Glauber-Sudarshan quasi-distribution [13, 14], the non-negative Husimi quasi-distribution [15] and the Wigner quasi-distribution.

Recently, the tomographic map from density operators onto homogeneous probability distribution functions (tomograms) of one random variable $X$ and two real parameters $\mu$ and $v$ has been introduced. Nowadays, the tomographic map is used to reconstruct the quantum state and to obtain the Wigner function by measuring the state tomogram. This map has been used to provide a formulation of quantum mechanics [5,6] in which the quantum state is described by a conventional non-negative probability distribution, alternative to the description of the state using the wavefunction or density operator. An analogous procedure for a tomographic map for spin states, i.e. for $S U(2)$-group representations, was presented in [16-18]. The nonredundant spin-tomography scheme was suggested by Weigert [19]. The relation of the tomographic map for continuous position to the Heisenberg-Weyl group representations has been studied in [20] and the possibility of associating spin tomograms with classical linear systems has been presented in [21]. The tomographic map associates operators with functions of position measured in a reference frame of the phase space, this frame appears as additional 'independent variables' through rotation parameters and scaling parameters, therefore it is not a map from operators onto functions on the phase space. The tomographic symbols are functions of only one of a pair of conjugate variables-position, for instance. The other two variables are considered as parameters characterizing the reference frame, namely, the rotation and scaling parameters $\theta$ and $\lambda$ related to real parameters $\mu$ and $\nu$ as $\mu=\cos \theta \exp \lambda, \nu=\sin \theta \exp (-\lambda)$. In the association of operators with functions, which are symbols of the operators, the product of the operators induces a special product for symbols which is called the star product of functions. The rigorous mathematical description of the star product is presented in [22,23]. Stratonovich has developed [24] a general approach to construct the map from operators onto $c$-number functions and has discussed quantum systems in terms of the operator symbols. The approach of [24] was recently reconsidered in [25] in connection with some tomographic schemes for measuring quantum states. Recently the formula of star products for several Weyl
symbols has been given a geometrical flavour in [26]. A way to generate all Wigner functions has been proposed in [27],

The star product of spin-tomograms was investigated in a recent paper [28]. One should note that the star-product formalism for higher spin gauge theories was studied in $[29,30]$. A general consideration of the star-product quantization procedure is presented in [31]. The product of symbols reproduces the associative product-rule for the operators. There exists a procedure of deformations of the operators, e.g., there exists $q$-deformed oscillators [32,33] related to quantum groups. A physical meaning for $q$-oscillators as nonlinear oscillators with a specific dependence of the oscillator frequency on its amplitude was discussed in [34]. The generalization of the deformations taking into account other types of nonlinearities of vibrations was considered in [35-37]. Recently, some new deformed associative product of operators has been discussed in [38] where an additional operator is used. The magnetic dipole dynamics was also studied using the deformed product of spin operators [28]. The deformation of products of operators induces a deformation of the star product of their symbols. Though the star product of Weyl symbols is well known, the deformations of the described type of star product of Weyl symbols have not been studied (to the best of our knowledge).

The aim of this paper is to present a unified approach to construct both the star product of symbols based on nondeformed products of operators and the star product of symbols based on a deformation of products. We show that the tomographic map and the formulation of quantum mechanics in which the state defined by symplectic tomogram can be considered within the framework of the star-product procedure as it was shown for spin tomography in [28].

A new result is the formula for the star product of symbols which are symplectic tomograms of the operators. In addition, we will discuss the deformations of the mentioned symbols in the context of possible deformations of the products of finite and infinite-dimensional matrices. Our considerations do not intend to be mathematically rigorous, and we assume throughout that various formulae have meaning when the operators and symbols appearing in them are chosen from appropriate spaces.

The paper is organized as follows.
In section 2, a general scheme for associating operators with functions and the corresponding star-product construction is presented. In section 3, the example of matrix mechanics is considered. In section 4, quantum commutators, Poisson brackets and Heisenberg equations of motion are discussed within the framework of the general star-product scheme. In section 5, general relations between different types of maps from operators on functions and formulae for intertwining kernels are studied. In section 6 , the kernel determining the star product of operator symbols is discussed and properties of Weyl symbols are reviewed in section 7. The star product of $s$-ordered symbols is studied in section 8 while the star product of tomographic symbols is introduced and studied in section 9. Deformations of the star product are discussed in section 10. For the aim of completeness, in appendix A an abstract mathematical structure of associative products of finite-dimensional vectors and matrices is elaborated and in appendix B an abstract mathematical structure of the associative product of functions considered as vector components is considered.

## 2. The general case of functions and operators

In quantum mechanics, observables are described by operators acting on the Hilbert space of states. In order to consider observables as functions on a phase space, we review first a general construction and provide general relations and properties of a map from operators onto functions without a concrete realization of the map. Given a Hilbert space $H$ and an operator $\hat{A}$ acting on this space, let us suppose that we have a set of operators $\hat{U}(\boldsymbol{x})$ acting
on $H$, a $n$-dimensional vector $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ labels the particular operator in the set. We construct the $c$-number function $f_{\hat{A}}(x)$ (we call it the symbol of operator $\hat{A}$ ) using the definition

$$
\begin{equation*}
f_{\hat{A}}(\boldsymbol{x})=\operatorname{Tr}[\hat{A} \hat{U}(\boldsymbol{x})] . \tag{1}
\end{equation*}
$$

For example, the symbol for the Hamiltonian of the free particle

$$
\hat{H}=\frac{\hat{p}^{2}}{2 m}
$$

reads

$$
f_{\hat{H}}(\boldsymbol{x})=\frac{1}{2 m} \operatorname{Tr}\left[\hat{p}^{2} \hat{U}(\boldsymbol{x})\right] .
$$

Let us suppose that relation (1) has an inverse, i.e. there exists a set of operators $\hat{D}(\boldsymbol{x})$ acting on the Hilbert space such that

$$
\begin{equation*}
\hat{A}=\int f_{\hat{A}}(x) \hat{D}(x) \mathrm{d} x \quad \operatorname{Tr} \hat{A}=\int f_{\hat{A}}(x) \operatorname{Tr} \hat{D}(x) \mathrm{d} x \tag{2}
\end{equation*}
$$

Then, we will consider relations (1) and (2) as relations determining the invertible map from the operator $\hat{A}$ onto function $f_{\hat{A}}(\boldsymbol{x})$. Multiplying both sides of equation (2) by the operator $\hat{U}\left(x^{\prime}\right)$ and taking the trace, one has the consistency condition satisfied for the operators $\hat{U}\left(x^{\prime}\right)$ and $\hat{D}(x)$

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{U}\left(\boldsymbol{x}^{\prime}\right) \hat{D}(\boldsymbol{x})\right]=\delta\left(\boldsymbol{x}^{\prime}-\boldsymbol{x}\right) \tag{3}
\end{equation*}
$$

The consistency condition (3) follows from the relation

$$
\begin{equation*}
f_{\hat{A}}(x)=\int K\left(x, x^{\prime}\right) f_{\hat{A}}\left(x^{\prime}\right) \mathrm{d} x^{\prime} \tag{4}
\end{equation*}
$$

The kernel in (4) is equal to the standard Dirac delta-function if the set of functions $f_{\hat{A}}(\boldsymbol{x})$ is a complete set. This is not the case for the tomographic map where the symbol of the operator is a homogeneous function of three variables. In the case $\hat{U}(0)=\hat{\mathbf{1}}$, the symbol of the operator at $x=0$, i.e. $f_{\hat{A}}(0)$ is equal to the trace of the operator $\hat{A}, f_{\hat{A}}(0)=\operatorname{Tr}(\hat{A})$, therefore we should require that our operators are trace-class, in what follows we will cease to make this kind of qualification. There is some ambiguity in defining the operators $\hat{U}\left(\boldsymbol{x}^{\prime}\right)$ and $\hat{D}(\boldsymbol{x})$. One can make a scaling transform of the variables $\boldsymbol{x}$, which provides the corresponding scaling factor for redefining the operator $\hat{D}(\boldsymbol{x})$. If one defines the map for which the symbol of identity operator $\hat{\mathbf{1}}$ is equal to the unity function, the operator $\hat{U}(\boldsymbol{x})$ satisfies the condition

$$
\begin{equation*}
\operatorname{Tr} \hat{U}(x)=1 \tag{5}
\end{equation*}
$$

and the operator $\hat{D}(x)$ satisfies the condition

$$
\begin{equation*}
\int \hat{D}(x) \mathrm{d} \boldsymbol{x}=\hat{\mathbf{1}} \tag{6}
\end{equation*}
$$

In fact, we could consider relations of the form

$$
\begin{equation*}
\hat{A} \rightarrow f_{\hat{A}}(x) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\hat{A}}(\boldsymbol{x}) \rightarrow \hat{A} \tag{8}
\end{equation*}
$$

with the properties to be described below as defining the map. The most important property is the existence of an associative product (star product) of functions. Some general considerations on star products of functions are made in the appendices. The operation of taking the trace
in (1) and integrating in (2) makes forms (7) and (8) more concrete and provides the possibility of describing the properties of the map. Let us discuss these properties. We introduce the product (star product) of two functions $f_{\hat{A}}(\boldsymbol{x})$ and $f_{\hat{B}}(\boldsymbol{x})$ corresponding to two operators $\hat{A}$ and $\hat{B}$ by the relations

$$
\begin{equation*}
f_{\hat{A} \hat{B}}(x)=f_{\hat{A}}(x) * f_{\hat{B}}(x):=\operatorname{Tr}[\hat{A} \hat{B} \hat{U}(x)] \tag{9}
\end{equation*}
$$

Since the standard product of operators on a Hilbert space is an associative product, i.e. $\hat{A}(\hat{B} \hat{C})=(\hat{A} \hat{B}) \hat{C}$, it is obvious that formula (9) defines an associative product for the functions $f_{\hat{A}}(\boldsymbol{x})$, i.e.

$$
\begin{equation*}
f_{\hat{A}}(\boldsymbol{x}) *\left(f_{\hat{B}}(\boldsymbol{x}) * f_{\hat{C}}(\boldsymbol{x})\right)=\left(f_{\hat{A}}(\boldsymbol{x}) * f_{\hat{\boldsymbol{B}}}(\boldsymbol{x})\right) * f_{\hat{\boldsymbol{C}}}(\boldsymbol{x}) . \tag{10}
\end{equation*}
$$

## 3. The Ehrenfest picture as an example of a star-product realization

In the Ehrenfest picture of quantum evolution, we consider quadratic functions on the Hilbert space of states defined by $f_{\hat{A}}(\psi)=\langle\psi \mid \hat{A} \psi\rangle$. Equations of motion can be written as

$$
\begin{equation*}
\mathrm{i} \hbar \dot{f}_{\hat{A}}=\left\{f_{\hat{H}}, f_{\hat{A}}\right\} \tag{11}
\end{equation*}
$$

with $\left\{f_{\hat{B}}, f_{\hat{A}}\right\}(\psi):=f_{[\hat{B}, \hat{A}]}(\psi), \hbar$ being the Planck constant and $\hat{H}$ the Hamiltonian operator. If we enlarge the picture to functions on $\mathcal{H} \times \mathcal{H}$, i.e. $f_{\hat{A}}\left(\psi_{1}, \psi_{2}\right)=\left\langle\psi_{1} \mid \hat{A} \psi_{2}\right\rangle$, we can still write equations of motion in terms of Poisson brackets of these functions on $\mathcal{H} \times \mathcal{H}$. Clearly the usual product (point-wise) of these quadratic functions is providing us with a 'quartic function'. It is therefore interesting to have, also for reasons of interpretation, a new product associating a quadratic function out of two quadratic ones. Indeed, by setting

$$
\hat{\mathbf{1}}=\sum_{n}\left|\varphi_{n}\right\rangle\left\langle\varphi_{n}\right| \quad \text { or } \quad \hat{\mathbf{1}}=\int\left|\varphi_{x}\right\rangle\left\langle\varphi_{x}\right| \mathrm{d} x
$$

we define

$$
\begin{equation*}
f_{\hat{A}}\left(\psi_{1}, \psi_{2}\right) * f_{\hat{B}}\left(\psi_{1}, \psi_{2}\right):=\sum_{n}\left\langle\psi_{1}\right| \hat{A}\left|\varphi_{n}\right\rangle\left\langle\varphi_{n} \mid \hat{B} \psi_{2}\right\rangle \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
f_{\hat{A}}\left(\psi_{1}, \psi_{2}\right) * f_{\hat{B}}\left(\psi_{1}, \psi_{2}\right):=\int \mathrm{d} x\left\langle\psi_{1}\right| \hat{A}\left|\varphi_{x}\right\rangle\left\langle\varphi_{x} \mid \hat{B} \psi_{2}\right\rangle \tag{13}
\end{equation*}
$$

as the case may be.
This new defined product is not 'point-wise' and, nevertheless, gives

$$
\begin{equation*}
\mathrm{i} \hbar \dot{f}_{\hat{A}}=f_{\hat{H}} * f_{\hat{A}}-f_{\hat{A}} * f_{\hat{H}} \tag{14}
\end{equation*}
$$

i.e. the same equations of motion can be described either in terms of the standard Poisson brackets or in terms of the commutator product associated with the star product we have introduced.

As a matter of fact, if we use a numerical basis for $\mathcal{H}$, the operators are described by matrices with matrix elements $A_{i k}$ determined, if basis vectors in the Hilbert space are denoted by $|i\rangle$, as

$$
\begin{equation*}
A_{i k}=\langle i| \hat{A}|k\rangle \tag{15}
\end{equation*}
$$

The standard rule of the matrix multiplication

$$
\begin{equation*}
(A B)_{i j}=\sum_{k} A_{i k} B_{k j} \tag{16}
\end{equation*}
$$

reproduces a star product for the functions of two discrete variables

$$
\begin{equation*}
A(i, k) \sim A_{i k} \quad B(i, k) \sim B_{i k} \tag{17}
\end{equation*}
$$

The function $C(i, j)$ is therefore the star product of functions $A(i, j)$ and $B(i, j)$, i.e.

$$
\begin{equation*}
C(i, j)=A(i, j) * B(i, j) \tag{18}
\end{equation*}
$$

if

$$
\begin{equation*}
C(i, j)=\sum_{k} A(i, k) B(k, j) \tag{19}
\end{equation*}
$$

Formulae (18) and (19) provide the composition rule for two functions $A(i, j)$ and $B(i, j)$. The sum in equations (16) and (19) can be considered as the integral if the indices $i, k$ are continuous ones. Thus the product of matrices provides the simplest example of an associative star product of the matrix elements of matrices considered as functions of position, e.g. $\langle x| A\left|x^{\prime}\right\rangle$. This means that the introduction by Heisenberg of quantum mechanics as matrix mechanics in the early days of quantum theory can be considered as a prototype of the star product. This case is realized in formula (1) by using the two-dimensional vector $\boldsymbol{x}=\left(x_{1}, x_{2}\right) \in \mathcal{Z}^{+} \times \mathcal{Z}^{+}$, where $x_{1}=i, x_{2}=k$, with $i$ and $k$ determining the row and column, respectively, and the set of operators $\hat{U}(\boldsymbol{x})$ is taken as

$$
\begin{equation*}
\hat{U}(x) \sim \hat{U}(i, k)=|i\rangle\langle k| . \tag{20}
\end{equation*}
$$

The inverse formula (2) can be considered, if one uses the operator $\hat{D}(x) \sim \hat{D}(i, k)$, in the same form

$$
\begin{equation*}
\hat{D}^{\dagger}(x)=|i\rangle\langle k| \tag{21}
\end{equation*}
$$

i.e. in the simplest case,

$$
\begin{equation*}
\hat{D}(\boldsymbol{x})=\hat{U}^{\dagger}(\boldsymbol{x}) \tag{22}
\end{equation*}
$$

which means that the basic operators, defining the functions in terms of operators, and the basic operators, defining the operators in terms of the functions, coincide.

We have restricted these considerations to the discrete basis on the Hilbert space of states. When matrices of observables in the position and momentum representations are needed, they can be also presented within the same framework by a simple replacement in (15)-(21) of discrete indices with continuous indices, i.e. $i, k \rightarrow x, x^{\prime}$ or $i, k \rightarrow p, p^{\prime}$.

## 4. The commutation relation and the Heisenberg equation of motion

In view of (1), as we have already noted, the commutation bracket of two operators

$$
\begin{equation*}
\hat{C}=[\hat{A}, \hat{B}]=\hat{A} \hat{B}-\hat{B} \hat{A} \tag{23}
\end{equation*}
$$

is mapped onto the Poisson bracket $f_{\hat{C}}(\boldsymbol{x})$ of two functions $f_{\hat{A}}(\boldsymbol{x})$ and $f_{\hat{B}}(\boldsymbol{x})$ by means of the formula

$$
\begin{equation*}
f_{\hat{C}}(\boldsymbol{x})=\left\{f_{\hat{A}}(\boldsymbol{x}), f_{\hat{B}}(\boldsymbol{x})\right\}_{*}=\operatorname{Tr}[[\hat{A}, \hat{B}] \hat{U}(\boldsymbol{x})] . \tag{24}
\end{equation*}
$$

Since the Jacobi identity is fulfilled for the commutator of the operators, i.e.

$$
\begin{equation*}
[[\hat{A}, \hat{B}], \hat{C}]+[[\hat{B}, \hat{C}], \hat{A}]+[[\hat{C}, \hat{A}], \hat{B}]=0 \tag{25}
\end{equation*}
$$

the Jacobi identity is also fulfilled for the Poisson bracket of the functions $f_{\hat{A}}(\boldsymbol{x})$ and $f_{\hat{B}}(\boldsymbol{x})$ defined by equation (23).

Since for the operators one has the derivation property

$$
[\hat{A}, \hat{B} \hat{C}]=[\hat{A}, \hat{B}] \hat{C}+\hat{B}[\hat{A}, \hat{C}]
$$

the Poisson brackets (24) reproduce this property
$\left\{f_{\hat{A}}(\boldsymbol{x}), f_{\hat{B}}(\boldsymbol{x}) * f_{\hat{C}}(\boldsymbol{x})\right\}_{*}=\left\{f_{\hat{A}}(\boldsymbol{x}), f_{\hat{\boldsymbol{B}}}(\boldsymbol{x})\right\}_{*} * f_{\hat{C}}(\boldsymbol{x})+f_{\hat{B}}(\boldsymbol{x}) *\left\{f_{\hat{A}}(\boldsymbol{x}), f_{\hat{C}}(\boldsymbol{x})\right\}_{*}$
which qualifies it as a 'quantum Poisson bracket' according to Dirac [8].
In quantum mechanics, the evolution of observables $\hat{A}$ can be described by the Heisenberg equation of motion

$$
\begin{equation*}
\dot{\hat{A}}=\mathrm{i}[\hat{H}, \hat{A}] \quad(\hbar=1) \tag{26}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian of the system. This equation can be rewritten in terms of the functions $f_{\hat{A}}(\boldsymbol{x})$ and $f_{\hat{H}}(\boldsymbol{x})$, where

$$
\begin{equation*}
f_{\hat{H}}(\boldsymbol{x})=\operatorname{Tr}[\hat{H} \hat{U}(\boldsymbol{x})] \tag{27}
\end{equation*}
$$

corresponds to the Hamiltonian, in the form

$$
\begin{equation*}
\dot{f}_{\hat{A}}(\boldsymbol{x}, t)=\mathrm{i}\left\{f_{\hat{H}}(\boldsymbol{x}, t), f_{\hat{A}}(\boldsymbol{x}, t)\right\}_{*} \tag{28}
\end{equation*}
$$

with the Poisson bracket defined by equation (24) using the star product given by equation (9).

## 5. The relation between different maps

Let us suppose that there exist other maps analogous to the ones given by equations (1) and (2). Let us choose two different ones. One map is described by a vector $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, operator $\hat{U}(\boldsymbol{x})$ and operator $\hat{D}(\boldsymbol{x})$ in formulae (1) and (2). Another map is described by a vector $\boldsymbol{y}=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$ and operators $\hat{U}_{1}(\boldsymbol{y})$ and $\hat{D}_{1}(\boldsymbol{y})$ in (1) and (2), respectively, i.e. for given operator $\hat{A}$, one has the function

$$
\begin{equation*}
\phi_{\hat{A}}(\boldsymbol{y})=\operatorname{Tr}\left[\hat{A} \hat{U}_{1}(\boldsymbol{y})\right] \tag{29}
\end{equation*}
$$

and the inverse relation

$$
\begin{equation*}
\hat{A}=\int \phi_{A}(\boldsymbol{y}) \hat{D}_{1}(\boldsymbol{y}) \mathrm{d} \boldsymbol{y} \tag{30}
\end{equation*}
$$

One can obtain a relation of the function $f_{\hat{A}}(\boldsymbol{x})$ with the function $\phi_{\hat{A}}(\boldsymbol{y})$ in the form

$$
\begin{equation*}
\phi_{\hat{A}}(\boldsymbol{y})=\int f_{\hat{A}}(\boldsymbol{x}) \operatorname{Tr}\left[\hat{D}(\boldsymbol{x}) \hat{U}_{1}(\boldsymbol{y})\right] \mathrm{d} \boldsymbol{x} \tag{31}
\end{equation*}
$$

and the inverse relation

$$
\begin{equation*}
f_{\hat{A}}(\boldsymbol{x})=\int \phi_{\hat{A}}(\boldsymbol{y}) \operatorname{Tr}\left[\hat{D}_{1}(\boldsymbol{y}) \hat{U}(\boldsymbol{x})\right] \mathrm{d} \boldsymbol{y} \tag{32}
\end{equation*}
$$

We see that functions $f_{\hat{A}}(\boldsymbol{x})$ and $\phi_{\hat{A}}(\boldsymbol{y})$ corresponding to different maps are connected by means of the invertible integral transform given by equations (31) and (32). These transforms are determined by means of intertwining kernels in (31) and (32):

$$
\begin{equation*}
K_{1}(\boldsymbol{x}, \boldsymbol{y})=\operatorname{Tr}\left[\hat{D}(\boldsymbol{x}) \hat{U}_{1}(\boldsymbol{y})\right] \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}(\boldsymbol{x}, \boldsymbol{y})=\operatorname{Tr}\left[\hat{D}_{1}(\boldsymbol{y}) \hat{U}(\boldsymbol{x})\right] \tag{34}
\end{equation*}
$$

## 6. The star product as a composition rule for two symbols

Using formulae (1) and (2), one can write down a composition rule for two symbols $f_{\hat{A}}(\boldsymbol{x})$ and $f_{\hat{B}}(x)$, which determines the star product of these symbols. The composition rule is described by the formula

$$
\begin{equation*}
f_{\hat{A}}(\boldsymbol{x}) * f_{\hat{B}}(\boldsymbol{x})=\int f_{\hat{A}}\left(\boldsymbol{x}^{\prime \prime}\right) f_{\hat{B}}\left(\boldsymbol{x}^{\prime}\right) K\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{x}^{\prime}, \boldsymbol{x}\right) \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} \tag{35}
\end{equation*}
$$

The kernel in the integral of (35) is determined by the trace of the product of the basic operators, which we use to construct the map

$$
\begin{equation*}
K\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{x}^{\prime}, \boldsymbol{x}\right)=\operatorname{Tr}\left[\hat{D}\left(\boldsymbol{x}^{\prime \prime}\right) \hat{D}\left(\boldsymbol{x}^{\prime}\right) \hat{U}(\boldsymbol{x})\right] . \tag{36}
\end{equation*}
$$

In the following sections, we calculate this kernel for some important examples of the map.
Formula (36) can be extended to the case of the star product of $N$ symbols of operators $\hat{A}_{1}, \hat{A}_{2}, \ldots, \hat{A}_{N}$. Thus one has

$$
\begin{gather*}
W_{\hat{A}_{1}}(\boldsymbol{x}) * W_{\hat{A}_{2}}(\boldsymbol{x}) * \cdots * W_{\hat{A}_{N}}(\boldsymbol{x})=\int W_{\hat{A}_{1}}\left(\boldsymbol{x}_{1}\right) W_{\hat{A}_{2}}\left(\boldsymbol{x}_{2}\right) \cdots W_{\hat{A}_{N}}\left(\boldsymbol{x}_{N}\right) \\
\times K\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}, \boldsymbol{x}\right) \mathrm{d} \boldsymbol{x}_{1} \mathrm{~d} \boldsymbol{x}_{2} \cdots \mathrm{~d} \boldsymbol{x}_{N} \tag{37}
\end{gather*}
$$

where the kernel has the form

$$
\begin{equation*}
K\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{N}, \boldsymbol{x}\right)=\operatorname{Tr}\left[\hat{D}\left(\boldsymbol{x}_{1}\right) \hat{D}\left(\boldsymbol{x}_{2}\right) \cdots \hat{D}\left(\boldsymbol{x}_{N}\right) \hat{U}(\boldsymbol{x})\right] . \tag{38}
\end{equation*}
$$

Since this kernel determines the associative star product of $N$ symbols, it can be expressed in terms of the kernel of the star product of two symbols. The trace of an operator $\hat{A}^{N}$ is determined by the kernel as follows:
$\operatorname{Tr} \hat{A}^{N}=\int W_{\hat{A}}\left(\boldsymbol{x}_{1}\right) W_{\hat{A}}\left(\boldsymbol{x}_{2}\right) \cdots W_{\hat{A}}\left(\boldsymbol{x}_{N}\right) \operatorname{Tr}\left[\hat{D}\left(\boldsymbol{x}_{1}\right) \hat{D}\left(\boldsymbol{x}_{2}\right) \cdots \hat{D}\left(\boldsymbol{x}_{N}\right)\right] \mathrm{d} \boldsymbol{x}_{1} \mathrm{~d} \boldsymbol{x}_{2} \cdots \mathrm{~d} \boldsymbol{x}_{N}$.
When the operator $\hat{A}$ is a density operator of a quantum state, formula (39) determines the generalized purity parameter of the state. When the operator $\hat{A}$ is equal to the product of two density operators and $N=1$, formula (39) determines the fidelity.

## 7. Weyl symbol

In this section, we will consider a known example of the Heisenberg-Weyl-group representation. As operator $\hat{U}(\boldsymbol{x})$, we take the Fourier transform of the displacement operator $\hat{D}(\boldsymbol{\xi})$

$$
\begin{equation*}
\hat{U}(\boldsymbol{x})=\int \exp \left(\frac{x_{1}+\mathrm{i} x_{2}}{\sqrt{2}} \boldsymbol{\xi}^{*}-\frac{x_{1}-\mathrm{i} x_{2}}{\sqrt{2}} \boldsymbol{\xi}\right) \hat{D}(\boldsymbol{\xi}) \pi^{-1} \mathrm{~d}^{2} \boldsymbol{\xi} \tag{40}
\end{equation*}
$$

where $\boldsymbol{\xi}$ is a complex number, $\boldsymbol{\xi}=\xi_{1}+\mathrm{i} \xi_{2}$, and the vector $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ can be considered as $\boldsymbol{x}=(q, p)$, with $q$ and $p$ representing position and momentum. One can see that $\operatorname{Tr} \hat{U}(\boldsymbol{x})=1$. The displacement operator may be expressed through creation and annihilation operators in the form

$$
\begin{equation*}
\hat{D}(\boldsymbol{\xi})=\exp \left(\boldsymbol{\xi} \hat{a}^{\dagger}-\boldsymbol{\xi}^{*} \hat{a}\right) . \tag{41}
\end{equation*}
$$

The displacement operator is used to create coherent states from the vacuum state. For creation and annihilation operators, one has

$$
\begin{equation*}
\hat{a}=\frac{\hat{q}+\mathrm{i} \hat{p}}{\sqrt{2}} \quad \hat{a}^{\dagger}=\frac{\hat{q}-\mathrm{i} \hat{p}}{\sqrt{2}} \tag{42}
\end{equation*}
$$

where $\hat{q}$ and $\hat{p}$ may be thought of as coordinate and momentum operators for the carrier space of a harmonic oscillator. The operator $\hat{a}$ and its Hermitian conjugate $\hat{a}^{\dagger}$ satisfy the boson commutation relation $\left[\hat{a}, \hat{a}^{\dagger}\right]=\hat{\mathbf{1}}$.

Let us introduce the Weyl symbol for an arbitrary operator $\hat{A}$ using the definition (1)

$$
\begin{equation*}
W_{\hat{A}}(\boldsymbol{x})=\operatorname{Tr}[\hat{A} \hat{U}(\boldsymbol{x})] \tag{43}
\end{equation*}
$$

the form of operator $\hat{U}(x)$ is given by equation (40). One can check that Weyl symbols of the identity operator $\hat{\mathbf{1}}$, position operator $\hat{q}$ and momentum operator $\hat{p}$ have the form

$$
\begin{equation*}
W_{\hat{\mathbf{1}}}(q, p)=1 \quad W_{\hat{q}}(q, p)=q \quad W_{\hat{p}}(q, p)=p \tag{44}
\end{equation*}
$$

The inverse transform, which expresses the operator $\hat{A}$ through its Weyl symbol, is of the form

$$
\begin{equation*}
\hat{A}=\int W_{\hat{A}}(\boldsymbol{x}) \hat{U}(\boldsymbol{x}) \frac{\mathrm{d} \boldsymbol{x}}{2 \pi} \tag{45}
\end{equation*}
$$

One can check that for $W_{\hat{\mathbf{1}}}(\boldsymbol{x})=1$, formula (45) reproduces the identity operator, i.e.

$$
\begin{equation*}
\int \hat{U}(\boldsymbol{x}) \frac{\mathrm{d} \boldsymbol{x}}{2 \pi}=\hat{\mathbf{1}} \tag{46}
\end{equation*}
$$

Comparing (45) with (2), one can see that the operator $\hat{D}(x)$ in formula (2) is connected with $\hat{U}(x)$ by the relation

$$
\begin{equation*}
\hat{D}(x)=\frac{\hat{U}(x)}{2 \pi} \tag{47}
\end{equation*}
$$

Let us consider now the star product of two Weyl symbols (it is usually called the Moyal star product). If one takes two operators $\hat{A}_{1}$ and $\hat{A}_{2}$, which are expressed through Weyl symbols by formulae

$$
\begin{equation*}
\hat{A}_{1}=\int W_{\hat{A}_{1}}\left(x^{\prime}\right) \hat{U}\left(x^{\prime}\right) \frac{\mathrm{d} \boldsymbol{x}^{\prime}}{2 \pi} \quad \hat{A}_{2}=\int W_{\hat{A}_{2}}\left(x^{\prime \prime}\right) \hat{U}\left(x^{\prime \prime}\right) \frac{\mathrm{d} x^{\prime \prime}}{2 \pi} \tag{48}
\end{equation*}
$$

with vectors $\boldsymbol{x}^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ and $\boldsymbol{x}^{\prime \prime}=\left(x_{1}^{\prime \prime}, x_{2}^{\prime \prime}\right)$, the operator $\hat{A}$ (product of operators $\hat{A}_{1}$ and $\hat{A}_{2}$ ) has the Weyl symbol given by

$$
\begin{align*}
W_{\hat{A}}(\boldsymbol{x})=\operatorname{Tr} & {[\hat{A} \hat{U}(\boldsymbol{x})]=\frac{1}{4 \pi^{5}} \int \mathrm{~d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} \mathrm{d}^{2} \xi \mathrm{~d}^{2} \xi^{\prime} \mathrm{d}^{2} \xi^{\prime \prime} W_{\hat{A}_{1}}\left(\boldsymbol{x}^{\prime}\right) W_{\hat{A}_{2}}\left(\boldsymbol{x}^{\prime \prime}\right) } \\
& \times \exp \left\{2 ^ { - 1 / 2 } \left[\left(\xi_{1}^{\prime}-\mathrm{i} \xi_{2}^{\prime}\right)\left(x_{1}^{\prime}+\mathrm{i} x_{2}^{\prime}\right)-\left(\xi_{1}^{\prime}+\mathrm{i} \xi_{2}^{\prime}\right)\left(x_{1}^{\prime}-\mathrm{i} x_{2}^{\prime}\right)\right.\right. \\
& +\left(\xi_{1}^{\prime \prime}-\mathrm{i} \xi_{2}^{\prime \prime}\right)\left(x_{1}^{\prime \prime}+\mathrm{i} x_{2}^{\prime \prime}\right)-\left(\xi_{1}^{\prime \prime}+\mathrm{i} \xi_{2}^{\prime \prime}\right)\left(x_{1}^{\prime \prime}-\mathrm{i} x_{2}^{\prime \prime}\right)+\left(\xi_{1}-\mathrm{i} \xi_{2}\right)\left(x_{1}+\mathrm{i} x_{2}\right) \\
& \left.\left.-\left(\xi_{1}+\mathrm{i} \xi_{2}\right)\left(x_{1}-\mathrm{i} x_{2}\right)\right]\right\} \operatorname{Tr}\left[\hat{D}\left(\xi^{\prime}\right) \hat{D}\left(\xi^{\prime \prime}\right) \hat{D}(\xi)\right] \tag{49}
\end{align*}
$$

where $\boldsymbol{\xi}=\xi_{1}+\mathrm{i} \xi_{2}$, with $\xi^{\prime}=\xi_{1}^{\prime}+\mathrm{i} \xi_{2}^{\prime}$ and $\xi^{\prime \prime}=\xi_{1}^{\prime \prime}+\mathrm{i} \xi_{2}^{\prime \prime}$. Using the properties of the displacement operators

$$
\begin{equation*}
\hat{D}\left(\xi^{\prime}\right) \hat{D}\left(\xi^{\prime \prime}\right)=\hat{D}\left(\xi^{\prime}+\xi^{\prime \prime}\right) \exp \left(\mathrm{i} \operatorname{Im}\left(\xi^{\prime} \xi^{\prime \prime *}\right)\right) \quad \operatorname{Tr}[\hat{D}(\xi)]=\pi \delta^{2}(\xi) \tag{50}
\end{equation*}
$$

one has for the star product of two Weyl symbols the following formula:

$$
\begin{align*}
W_{\hat{A}}(\boldsymbol{x})=W_{\hat{A}_{1}} & (\boldsymbol{x}) * W_{\hat{A}_{2}}(\boldsymbol{x})=\int \frac{\mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime}}{\pi^{2}} W_{\hat{A}_{1}}\left(\boldsymbol{x}^{\prime}\right) W_{\hat{A}_{2}}\left(\boldsymbol{x}^{\prime \prime}\right) \\
& \times \exp \left\{2 \mathrm{i}\left[\left(x_{2}^{\prime}-x_{2}\right)\left(x_{1}-x_{1}^{\prime \prime}\right)+\left(x_{1}^{\prime}-x_{1}\right)\left(x_{2}^{\prime \prime}-x_{2}\right)\right]\right\} . \tag{51}
\end{align*}
$$

This formula coincides with (35), in which one uses the kernel

$$
\begin{equation*}
K\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{x}^{\prime}, \boldsymbol{x}\right)=\pi^{-2} \exp \left\{2 \mathrm{i}\left[\left(x_{2}^{\prime}-x_{2}\right)\left(x_{1}-x_{1}^{\prime \prime}\right)+\left(x_{1}^{\prime}-x_{1}\right)\left(x_{2}^{\prime \prime}-x_{2}\right)\right]\right\} \tag{52}
\end{equation*}
$$

If we consider $\hat{A}$ to be the density operator $\hat{\rho}$, the corresponding Wigner function $W(\boldsymbol{x})$ is

$$
\begin{equation*}
W_{\hat{\rho}}(\boldsymbol{x}) \equiv W(\boldsymbol{x})=\operatorname{Tr}[\hat{\rho} \hat{U}(\boldsymbol{x})] \tag{53}
\end{equation*}
$$

the inverse transform reads

$$
\begin{equation*}
\hat{\rho}=\int W_{\hat{\rho}}(\boldsymbol{x}) \hat{U}(\boldsymbol{x}) \frac{\mathrm{d} \boldsymbol{x}}{2 \pi} . \tag{54}
\end{equation*}
$$

The star product of two Wigner functions $W_{\hat{\rho}_{1}}(\boldsymbol{x}) * W_{\hat{\rho}_{2}}(\boldsymbol{x})$, which corresponds to the operator $\hat{\rho}$ (the product of density operators $\hat{\rho}_{1}$ and $\hat{\rho}_{2}$ ) is the function $W(\boldsymbol{x})$ determined as

$$
\begin{equation*}
W(\boldsymbol{x})=\operatorname{Tr}\left[\hat{\rho}_{1} \hat{\rho}_{2} \hat{U}(\boldsymbol{x})\right]=\int \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} \boldsymbol{x}^{\prime \prime} W_{\hat{\rho}_{1}}\left(\boldsymbol{x}^{\prime}\right) W_{\hat{\rho}_{2}}\left(\boldsymbol{x}^{\prime \prime}\right) K\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}^{\prime \prime}, \boldsymbol{x}\right) \tag{55}
\end{equation*}
$$

where $K\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}^{\prime \prime}, \boldsymbol{x}\right)$ is given by (52).

## 8. The star product of $s$-ordered symbols

Following [7,39], let us define the $s$-ordered symbol function $W_{\hat{A}}(\boldsymbol{x}, s)$, which corresponds to some operator $\hat{A}$ in the general case of the Heisenberg-Weyl group

$$
\begin{equation*}
W_{\hat{A}}(\boldsymbol{x}, s)=\operatorname{Tr}[\hat{A} \hat{U}(\boldsymbol{x}, s)] \tag{56}
\end{equation*}
$$

with a real parameter $s$, real vector $\boldsymbol{x}=\left(x_{1}, x_{2}\right)$ and the operator $\hat{U}(\boldsymbol{x}, s)$ of the form

$$
\begin{equation*}
\hat{U}(\boldsymbol{x}, s)=\frac{2}{1-s} \hat{D}\left(\alpha_{x}\right) q^{\hat{a}^{\dagger} \hat{a}}(s) \hat{D}\left(-\alpha_{x}\right) \tag{57}
\end{equation*}
$$

now the displacement operator reads

$$
\begin{equation*}
\hat{D}\left(\alpha_{x}\right)=\exp \left(\alpha_{x} \hat{a}^{\dagger}-\alpha_{x}^{*} \hat{a}\right) . \tag{58}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\alpha_{x}=x_{1}+\mathrm{i} x_{2} \quad \alpha_{x}^{*}=x_{1}-\mathrm{i} x_{2} \quad x_{1}=\frac{q}{\sqrt{2}} \quad x_{2}=\frac{p}{\sqrt{2}} \tag{59}
\end{equation*}
$$

while the parameter $q(s)$ is

$$
\begin{equation*}
q(s)=\frac{s+1}{s-1} \tag{60}
\end{equation*}
$$

Thus we rescaled variables $x_{1}$ and $x_{2}$ in comparison with equation (40). The coefficient in equation (57) provides the property $\operatorname{Tr}[\hat{U}(x, s)]=1$, which means that the symbol of the identity operator equals 1.

One can see that

$$
\begin{equation*}
q(-s)=q^{-1}(s) \tag{61}
\end{equation*}
$$

and, in view of the commutation relation of creation and annihilation operators $\hat{a} \hat{a}^{\dagger}-\hat{a}^{\dagger} \hat{a}=1$, one has the following relation:

$$
\begin{align*}
& \exp \left(\alpha_{x_{1}} \hat{a}^{\dagger}-\alpha_{x_{1}}^{*} \hat{a}\right) \exp \left(\alpha_{x_{2}} \hat{a}^{\dagger}-\alpha_{x_{2}}^{*} \hat{a}\right) \\
&=\exp \left[\left(\alpha_{x_{1}}+\alpha_{x_{2}}\right) \hat{a}^{\dagger}-\left(\alpha_{x_{1}}^{*}+\alpha_{x_{2}}^{*}\right) \hat{a}+\frac{1}{2}\left(\alpha_{x_{2}}^{*} \alpha_{x_{1}}-\alpha_{x_{1}}^{*} \alpha_{x_{2}}\right)\right] \tag{62}
\end{align*}
$$

The relation can be obtained using the Baker-Campbell-Hausdorf formula

$$
\mathrm{e}^{A} \mathrm{e}^{B}=\mathrm{e}^{A+B+[A, B] / 2}
$$

in which operators $A$ and $B$ commute with the operator $[A, B]$. The operator $\hat{U}(\boldsymbol{x}, s)$ has the property

$$
\begin{equation*}
\hat{U}(x,-s)=\frac{2}{1+s} \hat{D}\left(\alpha_{x}\right) q^{-\hat{a}^{\dagger} \hat{a}}(s) \hat{D}\left(-\alpha_{x}\right) . \tag{63}
\end{equation*}
$$

One checks that

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{U}\left(\boldsymbol{x}_{\mathbf{1}},-s\right) \hat{U}\left(\boldsymbol{x}_{\mathbf{2}}, s\right)\right]=\pi \frac{1-s}{1+s} \delta\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{2}\right) \tag{64}
\end{equation*}
$$

Due to relation (64), the expression for the operator $\hat{A}$ is given by the relation inverse to (56)

$$
\begin{equation*}
\hat{A}=\frac{1}{\pi} \frac{1+s}{1-s} \int W_{\hat{A}}(\boldsymbol{x}, s) \hat{U}(\boldsymbol{x},-s) \mathrm{d}(\boldsymbol{x}) \tag{65}
\end{equation*}
$$

This means that, for $s$-ordered symbols, the operator $\hat{D}(x)$ in the general formula (2) takes the form

$$
\begin{equation*}
\hat{D}(x) \Longrightarrow \frac{1}{\pi} \frac{1+s}{1-s} \hat{U}(x,-s) \tag{66}
\end{equation*}
$$

For $s=0$, one has

$$
\begin{align*}
& \hat{U}(x)=2 \hat{D}\left(\alpha_{x}\right)(-1)^{\hat{a}^{\dagger} \hat{a}} \hat{D}\left(-\alpha_{x}\right)  \tag{67}\\
& \hat{D}(x)=\frac{2}{\pi} \hat{D}\left(\alpha_{x}\right)(-1)^{\hat{a}^{\dagger} \hat{a}} \hat{D}\left(-\alpha_{x}\right) . \tag{68}
\end{align*}
$$

Due to the rescaling of the vector $\boldsymbol{x}$, instead of equation (40), one has

$$
\hat{U}(x)=\pi \hat{D}(x)
$$

which is compatible with relation (47) written for the vector $\boldsymbol{x}=(q, p)$. The operator $(-1)^{\hat{a}^{\dagger} \hat{a}}$ is the parity operator $(-1)^{\hat{a}^{\dagger} \hat{a}}=\hat{P}$, with the matrix elements given in the position representation by the formula

$$
\begin{equation*}
\langle x| \hat{P}|y\rangle=\delta(x+y) \tag{69}
\end{equation*}
$$

One can check that the following relation holds true:

$$
\begin{equation*}
\hat{P} \exp \left(\alpha_{x} \hat{a}^{\dagger}-\alpha_{x}^{*} \hat{a}\right)=\exp \left(\alpha_{x}^{*} \hat{a}-\alpha_{x} \hat{a}^{\dagger}\right) \hat{P} \tag{70}
\end{equation*}
$$

Since $\hat{P} \hat{P}=\hat{\mathbf{1}}$, one arrives at

$$
\begin{equation*}
\hat{U}(x) \hat{D}\left(x^{\prime}\right)=\frac{4}{\pi} \hat{D}\left(2 \alpha_{x}\right) \hat{D}\left(-2 \alpha_{x}^{\prime}\right) \tag{71}
\end{equation*}
$$

and due to formula (50) one obtains

$$
\begin{equation*}
\operatorname{Tr}\left[\hat{U}(\boldsymbol{x}) \hat{D}\left(\boldsymbol{x}^{\prime}\right)\right]=\delta\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \tag{72}
\end{equation*}
$$

If one uses the coordinates of vector $x$ given by equation (59), the symbols of the position operator $\hat{q}$ and the momentum operator $\hat{p}$ will be equal to $q$ and $p$, respectively, for arbitrary parameter $s$.

For $s=0$, formula (56) provides Weyl symbol of the operator $\hat{A}$ considered in the previous section. One can check this directly using the matrix elements of the operator (67) in the position representation, since the matrix elements of the displacement operator are given by the formula

$$
\begin{equation*}
\langle x| \hat{D}\left(\alpha_{x}\right)|y\rangle=\exp \left[\frac{\alpha_{x}-\alpha_{x}^{*}}{\sqrt{2}} x-\frac{\alpha_{x}^{2}-\alpha_{x}^{* 2}}{4}\right] \delta\left(x-y-\frac{\alpha_{x}+\alpha_{x}^{*}}{\sqrt{2}}\right) \tag{73}
\end{equation*}
$$

and the kernel of the operator (67) reads

$$
\begin{equation*}
\langle x| \hat{U}(x)|t\rangle=2 \int\langle x| \hat{D}\left(2 \alpha_{x}\right)|y\rangle \delta(y+t) \mathrm{d} y \tag{74}
\end{equation*}
$$

To calculate the kernel for the star product of $s$-ordered symbols, one needs to calculate the trace of the product of two operators

$$
\begin{equation*}
Z=\operatorname{Tr}\left[\hat{D}\left(\alpha, \tilde{\alpha}^{*}\right) q^{\hat{a}^{\dagger} \hat{a}}\right] \tag{75}
\end{equation*}
$$

where $q$ is a real parameter and the operator $\hat{D}\left(\alpha, \tilde{\alpha}^{*}\right)$ (deformed displacement operator) has the same form as the unitary displacement operator creating the coherent state from vacuum

$$
\begin{equation*}
\hat{D}\left(\alpha, \tilde{\alpha}^{*}\right)=\exp \left(\alpha \hat{a}^{\dagger}-\tilde{\alpha}^{*} \hat{a}\right) \tag{76}
\end{equation*}
$$

but now we consider the complex numbers $\alpha$ and $\tilde{\alpha}^{*}$ as arbitrary and independent complex numbers.

A relation analogous to (62) is valid for the operators (76). In view of the completeness relation for coherent states

$$
\begin{equation*}
\frac{1}{\pi} \int \mathrm{~d}^{2} \beta|\beta\rangle\langle\beta|=1 \quad \mathrm{~d}^{2} \beta=\mathrm{d} \beta_{1} \mathrm{~d} \beta_{2} \tag{77}
\end{equation*}
$$

using the action of the operator $q^{\hat{a}^{\hat{}} \hat{a}}$ onto coherent states

$$
\begin{equation*}
q^{\hat{a}^{\dagger} \hat{a}}|\beta\rangle=\exp \left(\frac{q^{2}-1}{2}|\beta|^{2}\right)|q \beta\rangle \tag{78}
\end{equation*}
$$

after calculating the Gaussian integral in equation (75), one obtains

$$
\begin{equation*}
Z=\frac{1}{1-q} \exp \left[-\left(\frac{q}{1-q}+\frac{1}{2}\right) \alpha \tilde{\alpha}^{*}\right] \tag{79}
\end{equation*}
$$

To calculate the kernel of the star product, one needs other properties of the function of creation and annihilation operators. One can use the following relations:

$$
\begin{equation*}
q^{\hat{a}^{\dagger} \hat{a}} \hat{a}=\hat{a} q^{\hat{a}^{\dagger} \hat{a}-1} \quad q^{\hat{a}^{\dagger} \hat{a}} \hat{a}^{\dagger}=\hat{a}^{\dagger} q^{\hat{a}^{\dagger} \hat{a}+1} \tag{80}
\end{equation*}
$$

which induce the following relations for arbitrary functions of the creation and annihilation operators:

$$
\begin{equation*}
q^{\hat{a}^{\dagger} \hat{a}} f(\hat{a})=f\left(q^{-1} \hat{a}\right) q^{\hat{a}^{\dagger} \hat{a}} \quad q^{\hat{a}^{\dagger} \hat{a}} f\left(\hat{a}^{\dagger}\right)=f\left(q \hat{a}^{\dagger}\right) q^{\hat{a}^{\dagger} \hat{a}} \tag{81}
\end{equation*}
$$

For the deformed displacement operator (76), the following relation holds:

$$
\begin{equation*}
q^{\hat{a}^{\dagger} \hat{a}} \hat{D}\left(\alpha, \tilde{\alpha}^{*}\right)=\hat{D}\left(\alpha_{q}, \tilde{\alpha}_{q}^{*}\right) q^{a^{\dagger} \hat{a}} \tag{82}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{q}=q \alpha \quad \tilde{\alpha}_{q}^{*}=q^{-1} \tilde{\alpha}^{*} \tag{83}
\end{equation*}
$$

In view of this notation, one can rewrite the operator (57) using the following replacement:

$$
x \rightarrow \alpha \quad \hat{U}(x, s) \rightarrow \hat{U}(\alpha, q) \quad q(s) \rightarrow q
$$

where one has

$$
\begin{equation*}
\hat{U}(\alpha, q)=(1-q) \hat{D}(\alpha) q^{\hat{a}^{\dagger} \hat{a}} \hat{D}(-\alpha) . \tag{84}
\end{equation*}
$$

Introducing the operator

$$
\begin{equation*}
\hat{D}(\alpha, q)=\frac{1}{\pi}\left(1-q^{-1}\right) \hat{D}(\alpha) q^{-\hat{a}^{\dagger} \hat{a}} \hat{D}(-\alpha) \tag{85}
\end{equation*}
$$

one has

$$
\begin{equation*}
\tilde{Z}=\operatorname{Tr}[\hat{U}(\alpha, q) \hat{D}(\beta, q)]=\delta^{(2)}(\alpha-\beta) \tag{86}
\end{equation*}
$$

In the following formula:

$$
\begin{align*}
W_{\hat{A}}\left(\alpha_{N}\right) & =\operatorname{Tr}\left[\hat{A}_{1} \hat{A}_{2} \cdots \hat{A}_{N-1} \hat{U}\left(\alpha_{N}, q\right)\right] \\
& =\int K\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)\left[\prod_{k=1}^{N-1} W_{\hat{A}_{k}}\left(\alpha_{k}, q\right) \mathrm{d}^{2} \alpha_{k}\right] \tag{87}
\end{align*}
$$

the kernel of the star product of $(N-1)$ symbols has the form

$$
\begin{equation*}
K\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)=\operatorname{Tr}\left[\hat{U}\left(\alpha_{N}, q\right) \prod_{k=1}^{N-1} \hat{D}\left(\alpha_{k}, q\right)\right] \tag{88}
\end{equation*}
$$

Since the kernel is a Gaussian function, it can be calculated using its particular form only for two nonzero values of $\alpha_{j}, \alpha_{j+n}$. Employing the method elaborated, in view of formulae (81)-(83), one can calculate the kernel, which for star product of two symbols reads

$$
\begin{align*}
K\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) & =\frac{(1-q)\left(1-q^{-1}\right)}{\pi^{2}} \exp \left[\left(q-q^{-1}\right)\left|\alpha_{3}\right|^{2}+(q-1) \alpha_{1} \alpha_{2}^{*}\right. \\
& +\left(1-q^{-1}\right) \alpha_{2} \alpha_{1}^{*}+\left(q^{-1}-1\right) \alpha_{2} \alpha_{3}^{*}+(1-q) \alpha_{3} \alpha_{2}^{*} \\
& \left.+\left(q^{-1}-1\right) \alpha_{3} \alpha_{1}^{*}+(1-q) \alpha_{1} \alpha_{3}^{*}\right] \tag{89}
\end{align*}
$$

The kernel $K\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ can be calculated explicitly using algebraic relations we elaborated and commutation relations we employed. The result of the calculations follows

$$
\begin{align*}
& K\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)=\frac{1-q}{1-\tilde{q}} \frac{\left(1-q^{-1}\right)^{N-1}}{\pi^{N-1}} \\
& \times \exp \left[-\sum_{i<j}^{N} \boldsymbol{\alpha}_{i} M_{i j} \boldsymbol{\alpha}_{j}-\sum_{i=1}^{N} \boldsymbol{\alpha}_{i}\left(f(\tilde{q}) \sigma_{x}-\hat{d}_{i}\right) \boldsymbol{\alpha}_{i}\right] \tag{90}
\end{align*}
$$

where the 2-vector $\boldsymbol{\alpha}_{i}$, parameter $\tilde{q}$ and function $f(\tilde{q})$ are

$$
\alpha_{i}=\binom{\alpha_{i}}{\alpha_{i}^{*}} \quad \tilde{q}=q^{2-N} \quad q=\frac{s+1}{s-1} \quad f(\tilde{q})=\frac{1}{2}\left(\frac{\tilde{q}}{1-\tilde{q}}+\frac{1}{2}\right)
$$

The matrices $M_{i j}$ have the form

$$
\begin{aligned}
& M_{i j}=\frac{(q-1)\left(q^{-1}-1\right)}{1-q^{2-N}}\left(\begin{array}{cc}
0 & q^{2-N+j-i} \\
q^{i-j} & 0
\end{array}\right) \quad j<N \\
& M_{i N}=-M_{i N-1} \quad i<N
\end{aligned}
$$

The antidiagonal matrices $\hat{d}_{1}=\hat{d}_{2}=\cdots=\hat{d}_{N-1}$ and $\hat{d}_{N}$ are such that the kernel (85) can be rewritten in terms of the complex numbers $\alpha_{i}(i=1,2, \ldots, N)$ as

$$
\begin{align*}
K\left(\alpha_{1}, \alpha_{2}, \ldots,\right. & \left.\alpha_{N}\right)=\frac{1-q}{1-q^{2-N}} \frac{\left(1-q^{-1}\right)^{N-1}}{\pi^{N-1}} \\
& \times \exp \left\{\sum_{j>i}^{N-1} \sum_{i=1}^{N-1} \frac{(q-1)\left(1-q^{-1}\right)}{1-q^{2-N}}\left(q^{j-i+2-N} \alpha_{i} \alpha_{j}^{*}+q^{i-j} \alpha_{j} \alpha_{i}^{*}\right)\right. \\
& +\sum_{i=1}^{N-1} \frac{(1-q)\left(1-q^{-1}\right)}{1-q^{2-N}}\left(q^{1-i} \alpha_{i} \alpha_{N}^{*}+q^{i+1-N} \alpha_{N} \alpha_{i}^{*}\right) \\
& +\frac{\left|\alpha_{i}\right|^{2}}{2}\left[q^{-1}-q-\frac{q^{2-N}+1}{1-q^{2-N}}(1-q)\left(1-q^{-1}\right)\right] \\
& \left.+\frac{\left|\alpha_{N}\right|^{2}}{2}\left[q-q^{-1}-\frac{q^{2-N}+1}{1-q^{2-N}}(1-q)\left(1-q^{-1}\right)\right]\right\} . \tag{91}
\end{align*}
$$

Thus, we obtained a Gaussian form for the kernel of the star product of ( $N-1$ ) operators. In the case $q=-1$, the kernel provides the expression for the star product of $(N-1)$ Weyl symbols. For $N=3$, the kernel reproduces equation (89).

When the operator $\hat{A}$ is given by a density operator $\hat{\rho}$, the purity parameter $\mu_{0}$ of the quantum state is defined in terms of the symbol of the operator $\hat{\rho}^{2}$, i.e. by the formula

$$
\begin{equation*}
\mu_{0}=\int W_{\hat{\rho}}\left(\alpha_{1}\right) W_{\hat{\rho}}\left(\alpha_{2}\right) \operatorname{Tr}\left[\hat{D}\left(\alpha_{1}, q\right), \hat{D}\left(\alpha_{2}, q\right)\right] \mathrm{d}^{2} \alpha_{1} \mathrm{~d}^{2} \alpha_{2} \tag{92}
\end{equation*}
$$

The other purity parameters $\mu_{N-2}=\operatorname{Tr} \hat{\rho}^{N}$ are given by the formula

$$
\begin{align*}
\mu_{N-2}=\int W_{\hat{\rho}} & \left(\alpha_{1}\right) W_{\hat{\rho}}\left(\alpha_{2}\right) \cdots W_{\hat{\rho}}\left(\alpha_{N}\right) \\
& \times \operatorname{Tr}\left[\hat{D}\left(\alpha_{1}, q\right), \hat{D}\left(\alpha_{2}, q\right), \ldots, \hat{D}\left(\alpha_{N}, q\right)\right] \mathrm{d}^{2} \alpha_{1} \mathrm{~d}^{2} \alpha_{2} \cdots \mathrm{~d}^{2} \alpha_{N} \tag{93}
\end{align*}
$$

where the purity kernel reads
$\operatorname{Tr}\left[\hat{D}\left(\alpha_{1}, q\right) \hat{D}\left(\alpha_{2}, q\right) \cdots \hat{D}\left(\alpha_{N}, q\right)\right]=\frac{\pi}{(1-q)\left(1-q^{-1}\right)} K\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}, 0,0\right)$
where the function $K$ is given by (91) with $\alpha_{N+1}=\alpha_{N+2}=0$.
For $s=0$ (Weyl representation), the kernel was calculated in [40].

## 9. Tomographic representation

In this section, we will consider an example of the probability representation of quantum mechanics. In the probability representation of quantum mechanics, the state is described by a family of probabilities. According to the general scheme one can introduce for the operator $\hat{A}$ the function $f_{\hat{A}}(\boldsymbol{x})$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right) \equiv(X, \mu, \nu)$, which we denote here as $w_{\hat{A}}(X, \mu, \nu)$ depending on the position $X$ and the reference frame parameters $\mu$ and $\nu$

$$
\begin{equation*}
w_{\hat{A}}(X, \mu, v)=\operatorname{Tr}[\hat{A} \hat{U}(x)] \tag{95}
\end{equation*}
$$

We call the function $w_{\hat{A}}(X, \mu, \nu)$ the tomographic symbol of the operator $\hat{A}$. The operator $\hat{U}(x)$ is given by

$$
\begin{align*}
& \hat{U}(\boldsymbol{x}) \equiv \hat{U}(X,\mu, \nu)=\exp \left(\frac{\mathrm{i} \lambda}{2}(\hat{q} \hat{p}+\hat{p} \hat{q})\right) \exp \left(\frac{\mathrm{i} \theta}{2}\left(\hat{q}^{2}+\hat{p}^{2}\right)\right)|X\rangle\langle X| \\
& \times \exp \left(-\frac{\mathrm{i} \theta}{2}\left(\hat{q}^{2}+\hat{p}^{2}\right)\right) \exp \left(-\frac{\mathrm{i} \lambda}{2}(\hat{q} \hat{p}+\hat{p} \hat{q})\right) \\
&=\hat{U}_{\mu \nu}|X\rangle\langle X| \hat{U}_{\mu \nu}^{\dagger} . \tag{96}
\end{align*}
$$

The angle $\theta$ and parameter $\lambda$ in terms of the reference frame parameters are given by

$$
\mu=\mathrm{e}^{\lambda} \cos \theta \quad v=\mathrm{e}^{-\lambda} \sin \theta
$$

Moreover, $\hat{q}$ and $\hat{p}$ are the position and momentum operators:

$$
\begin{equation*}
\hat{q}|X\rangle=X|X\rangle \tag{97}
\end{equation*}
$$

and $|X\rangle\langle X|$ is a projection operator. One has the canonical transform of quadratures

$$
\begin{aligned}
& \hat{X}=\hat{U}_{\mu \nu} \hat{q} \hat{U}_{\mu \nu}^{\dagger}=\mu \hat{q}+v \hat{p} \\
& \hat{P}=\hat{U}_{\mu \nu} \hat{p} \hat{U}_{\mu \nu}^{\dagger}=\frac{1+\sqrt{1-4 \mu^{2} \nu^{2}}}{2 \mu} \hat{p}-\frac{1-\sqrt{1-4 \mu^{2} \nu^{2}}}{2 v} \hat{q} .
\end{aligned}
$$

Using the approach of [41] one can obtain the relationship

$$
\hat{U}(X, \mu, v)=\delta(X-\mu \hat{q}-v \hat{p})
$$

In the case we are considering, the inverse transform determining the operator in terms of the tomogram (see equation (2)) will be of the form

$$
\begin{equation*}
\hat{A}=\int w_{\hat{A}}(X, \mu, v) \hat{D}(X, \mu, v) \mathrm{d} X \mathrm{~d} \mu \mathrm{~d} v \tag{98}
\end{equation*}
$$

where $[42,43]$

$$
\begin{equation*}
\hat{D}(x) \equiv \hat{D}(X, \mu, \nu)=\frac{1}{2 \pi} \exp (\mathrm{i} X-\mathrm{i} v \hat{p}-\mathrm{i} \mu \hat{q}) \tag{99}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\hat{D}(X, \mu, v)=\frac{1}{2 \pi} \exp (\mathrm{i} X) \hat{D}(\xi(\mu, \nu)) \tag{100}
\end{equation*}
$$

The unitary displacement operator in (100) now reads

$$
\hat{D}(\boldsymbol{\xi}(\mu, \nu))=\exp \left(\boldsymbol{\xi}(\mu, \nu) \hat{a}^{+}-\boldsymbol{\xi}^{*}(\mu, \nu) \hat{a}\right)
$$

where $\boldsymbol{\xi}(\mu, \nu)=\xi_{1}+\mathrm{i} \xi_{2}$ with $\xi_{1}=\operatorname{Re}(\boldsymbol{\xi})=\nu / \sqrt{2}$ and $\xi_{2}=\operatorname{Im}(\boldsymbol{\xi})=-\mu / \sqrt{2}$.
The trace of the above operator which provides the kernel determining the trace of an arbitrary operator in the tomographic representation reads

$$
\operatorname{Tr} \hat{D}(x)=\mathrm{e}^{\mathrm{i} X} \delta(\mu) \delta(\nu)
$$

The creation and annihilation operators are determined by formula (42). The function $w_{\hat{A}}(X, \mu, v)$ satisfies the relation

$$
\begin{equation*}
w_{\hat{A}}(\lambda X, \lambda \mu, \lambda v)=\frac{1}{|\lambda|} w_{\hat{A}}(X, \mu, \nu) \tag{101}
\end{equation*}
$$

This means that the tomographic symbols of operators are homogeneous functions of three variables.

If one takes two operators $\hat{A}_{1}$ and $\hat{A}_{2}$, which are expressed through the corresponding functions by the formulae

$$
\begin{align*}
& \hat{A}_{1}=\int w_{\hat{A}_{1}}\left(X^{\prime}, \mu^{\prime}, v^{\prime}\right) \hat{D}\left(X^{\prime}, \mu^{\prime}, v^{\prime}\right) \mathrm{d} X^{\prime} \mathrm{d} \mu^{\prime} \mathrm{d} \nu^{\prime} \\
& \hat{A}_{2}=\int w_{\hat{A}_{2}}\left(X^{\prime \prime}, \mu^{\prime \prime}, v^{\prime \prime}\right) \hat{D}\left(X^{\prime \prime}, \mu^{\prime \prime}, v^{\prime \prime}\right) \mathrm{d} X^{\prime \prime} \mathrm{d} \mu^{\prime \prime} \mathrm{d} v^{\prime \prime} \tag{102}
\end{align*}
$$

and $\hat{A}$ denotes the product of $\hat{A}_{1}$ and $\hat{A}_{2}$, then the function $w_{\hat{A}}(X, \mu, \nu)$, which corresponds to $\hat{A}$, is the star product of functions $w_{\hat{A}_{1}}(X, \mu, \nu)$ and $w_{\hat{A}_{2}}(X, \mu, v)$, i.e.

$$
w_{\hat{A}}(X, \mu, v)=w_{\hat{A}_{1}}(X, \mu, v) * w_{\hat{A}_{2}}(X, \mu, v)
$$

reads

$$
\begin{equation*}
w_{\hat{A}}(X, \mu, v)=\int w_{\hat{A}_{1}}\left(\boldsymbol{x}^{\prime \prime}\right) w_{\hat{A}_{2}}\left(\boldsymbol{x}^{\prime}\right) K\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{x}^{\prime}, \boldsymbol{x}\right) \mathrm{d} \boldsymbol{x}^{\prime \prime} \mathrm{d} \boldsymbol{x}^{\prime} \tag{103}
\end{equation*}
$$

with kernel given by

$$
\begin{equation*}
K\left(\boldsymbol{x}^{\prime \prime}, \boldsymbol{x}^{\prime}, \boldsymbol{x}\right)=\operatorname{Tr}\left[\hat{D}\left(X^{\prime \prime}, \mu^{\prime \prime}, v^{\prime \prime}\right) \hat{D}\left(X^{\prime}, \mu^{\prime}, v^{\prime}\right) \hat{U}(X, \mu, v)\right] \tag{104}
\end{equation*}
$$

The explicit form of the kernel reads

$$
\begin{align*}
K\left(X_{1}, \mu_{1}, v_{1},\right. & \left.X_{2}, \mu_{2}, v_{2}, X \mu, v\right) \\
= & \frac{\delta\left(\mu\left(v_{1}+v_{2}\right)-v\left(\mu_{1}+\mu_{2}\right)\right)}{4 \pi^{2}} \exp \left(\frac { i } { 2 } \left\{\left(v_{1} \mu_{2}-v_{2} \mu_{1}\right)+2 X_{1}+2 X_{2}\right.\right. \\
& \left.\left.-\left[\frac{1-\sqrt{1-4 \mu^{2} v^{2}}}{v}\left(v_{1}+v_{2}\right)+\frac{1+\sqrt{1-4 v^{2} \mu^{2}}}{\mu}\left(\mu_{1}+\mu_{2}\right)\right] X\right\}\right) . \tag{105}
\end{align*}
$$

The kernel for the star product of $N$ operators is

$$
\begin{align*}
K\left(X_{1}, \mu_{1}, v_{1},\right. & \left.X_{2}, \mu_{2}, v_{2}, \ldots, X_{N}, \mu_{N}, v_{N}, X, \mu, v\right) \\
= & \frac{\delta\left(\mu \sum_{j=1}^{N} v_{j}-v \sum_{j=1}^{N} \mu_{j}\right)}{(2 \pi)^{N}} \exp \left(\frac { \mathrm { i } } { 2 } \left\{\sum_{k<j=1}^{N}\left(v_{k} \mu_{j}-v_{j} \mu_{k}\right)+2 \sum_{j=1}^{N} X_{j}\right.\right. \\
& \left.\left.-\left[\frac{1-\sqrt{1-4 \mu^{2} v^{2}}}{v}\left(\sum_{j=1}^{N} v_{j}\right)+\frac{1+\sqrt{1-4 \mu^{2} v^{2}}}{\mu}\left(\sum_{j=1}^{N} \mu_{j}\right)\right] X\right\}\right) . \tag{106}
\end{align*}
$$

The above kernel can be expressed in terms of the kernel determining the star product of two operators.

## 10. Deformed commutation relations and Poisson brackets

We shall consider now deformations of the associative product among operators. We replace the usual product by the following $k$-product [38]:

$$
\begin{equation*}
(\hat{A} \hat{B})_{k}=\hat{A} \mathrm{e}^{\lambda \hat{k}} \hat{B} \tag{107}
\end{equation*}
$$

where $\lambda$ is a numerical parameter. For $\lambda=0$, the $k$-product (107) coincides with the standard product of linear operators. The deformed commutator arising from the deformation of the associative product will be

$$
\begin{equation*}
[\hat{A}, \hat{B}]_{k}=\hat{A} \mathrm{e}^{\lambda \hat{k}} \hat{B}-\hat{B} \mathrm{e}^{\lambda \hat{k}} \hat{A} \tag{108}
\end{equation*}
$$

This commutator defines a new Lie algebra structure on the space of operators. In connection with previous considerations, we may introduce a deformed star product ( $k$ star product or deformed Moyal product). We define a $k$ star product of two functions in the following way:

$$
\begin{equation*}
f_{A}(\boldsymbol{x}) *_{k} f_{B}(\boldsymbol{x})=\operatorname{Tr}\left[\hat{A} \mathrm{e}^{\lambda \hat{k}} \hat{B} \hat{U}(\boldsymbol{x})\right] \tag{109}
\end{equation*}
$$

One can see that this deformed $k$ star product of two symbols may be expressed through the usual nondeformed star product

$$
\begin{equation*}
f_{1} *_{k} f_{2}=\left(f_{1} * f_{k}\right) * f_{2}=f_{1} *\left(f_{k} * f_{2}\right) \tag{110}
\end{equation*}
$$

Having written this new product in terms of the standard one, the deformed Poisson brackets (or Moyal brackets) will be

$$
\begin{equation*}
\left\{f_{1}, f_{2}\right\}_{k}=f_{1} * f_{k} * f_{2}-f_{2} * f_{k} * f_{1} \tag{111}
\end{equation*}
$$

It is now clear that all our previous considerations can be repeated for this deformed product of $x$-symbols as in (110) and (111), or as ( $q, p$ ) in the Wigner-Weyl case, or as ( $X, \mu, v$ ) in the tomographic case.

Whenever the initial dynamics has $\hat{k}$ as a constant of the motion [44], it will be compatible with the deformed $k$-product and therefore with all subsequent considerations. Of course, more general deformations of the associative products may be, and should be, considered if in the classical limit we want to recover the many facets of bi-Hamiltonian descriptions for completely integrable systems [45, 46]. In the bi-Hamiltonian description, the equation of motion can be obtained using different Hamiltonians and different commutation relations. This is true both in the classical and the quantum setting. To give an insight on these possible more general commutation relations, we consider in appendix A the case of $2 \times 2$-matrices. The extension to operators may be achieved by considering entries of these matrices to be operators, i.e. by decomposing $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$.

## 11. Conclusions

We summarize the main results of our paper. We have presented the well known scheme of the star-product procedure in some convenient form which also described the case of the tomographic map.

The star-product procedure gives the possibility of clarifying the difference between classical and quantum dynamics. The explicit form of the difference is expressed by the fact that classical dynamics is described by Hamilton equations for $c$-number momentum and position, and quantum dynamics is described by Heisenberg equations for momentum and position operators. In addition, the state of a system in classical statistical mechanics is associated with a joint probability distribution function of position and momentum, but in quantum theory the state is associated with the Hermitian non-negative density operator [9] with matrix elements for pure states expressed in terms of the wavefunction satisfying the Schrödinger evolution equation [10]. Attempts to bring closer the description of the classical and quantum pictures have taken place since the existence of quantum mechanics was established. For the description of quantum states, Wigner introduced [4] the quasi-distribution function on the phase space, which has many properties similar to the classical joint probability distribution on the classical phase space.

Nevertheless, since the Wigner function can take negative values, it is obvious that this function cannot serve as a probability distribution, which must be always a non-negative function. One can use the same map not only for the density operator but also for other quantum observables, e.g., for position and momentum operators and arbitrary functions of the noncommuting positions and momenta. Due to the noncommutativity of generic quantum observables, the ordering of position and momentum operators (or creation and annihilation operators) plays an essential role in mapping the operator functions of the position and momentum onto $c$-number functions on the phase space. The Wigner quasi-distribution corresponds to the symmetric ordering of the position and momentum. The Glauber-Sudarshan and Husimi quasi-distributions correspond to antinormal and normal ordering of the creation and annihilation operators, respectively. The one-parametric family of quasi-distributions describing the $s$-ordering of the operators was introduced by Cahill and Glauber [7].

For the values of the parameters $s=0,1,-1$, the $s$-quasi-distributions provide the Wigner, Glauber-Sudarshan and Husimi quasi-distributions, respectively. Thus, one has different maps from operators (not only density operators) onto functions on the phase space, and the map properties depend on the continuous parameter $s$.

We have presented a unified approach to construct all these different invertible maps from operators acting on a Hilbert space onto functions (symbols) of several variables. The construction can be extended to also consider maps from operators onto functions of an infinite number of variables (functionals). We have established invertible relations between symbols of different sorts.

We have embedded the tomographic map into the presented general scheme and studied different star products of the functions corresponding to different maps and calculated the kernels of the integral operators which define star product. The importance of this result is related to the fact that the tomographic map created a new formulation of quantum mechanics in which the standard probability density describes the quantum state instead of the wavefunction and density matrix. The results of this paper demonstrate that the new formulation of quantum mechanics can be given in terms of the well known procedure of star-product quantization but with a specific kernel which was unknown until now. The explicit form of the kernel for the star product of tomograms and $s$-ordered symbols is a new contribution of this paper. Deformations of the star product of operator symbols are also considered.
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## Appendix A. Associative products on vector spaces of finite dimensions

Below we discuss some possible associative products on $n \times n$-matrices which differ from the standard one. Let us consider the simplest example of $2 \times 2$-matrices

$$
\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) \quad\left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)
$$

The set of all $2 \times 2$-matrices can be mapped onto the set of 4 -vectors in the four-dimensional linear space by means of the invertible correspondence rule

$$
\begin{equation*}
a \leftrightarrow \boldsymbol{A}=\left(a_{11}, a_{12}, a_{21}, a_{22}\right) \quad b \leftrightarrow \boldsymbol{B}=\left(b_{11}, b_{12}, b_{21}, b_{22}\right) \tag{112}
\end{equation*}
$$

Due to this, the product of matrices $a$ and $b$ can be considered as a product of the corresponding vectors. We define the product of two vectors as the bilinear function

$$
C(A, B)=\boldsymbol{A} \odot \boldsymbol{B}
$$

such that

$$
[C(A, B)]_{k}=M_{k}^{m n} A_{m} B_{n}
$$

or

$$
\begin{equation*}
C_{k}=\sum_{n, s=1}^{4} A_{n} M_{k}^{n s} B_{s} \quad n, s, k=1,2,3,4 \tag{113}
\end{equation*}
$$

The associativity condition

$$
(\boldsymbol{A} \odot \boldsymbol{B}) \odot \boldsymbol{C}=\boldsymbol{A} \odot(\boldsymbol{B} \odot \boldsymbol{C})
$$

imposes the following equation:

$$
\begin{equation*}
\sum_{m=1}^{4} M_{l}^{n m} M_{m}^{s k}=\sum_{m=1}^{4} M_{m}^{n s} M_{l}^{m k} \tag{114}
\end{equation*}
$$

All the solutions of equation (114) provide all possible associative products on the space of $2 \times 2$-matrices. For example, four matrices

$$
\begin{array}{ll}
M_{1}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) & M_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
M_{3}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) & M_{4}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
\end{array}
$$

which satisfy equation (114), provide the following associative product of $2 \times 2$-matrices of the form

$$
a \odot b=\left(\begin{array}{cc}
a_{11} b_{11} & a_{12} b_{12} \\
a_{21} b_{21} & a_{11} b_{22}+a_{22} b_{21}
\end{array}\right) .
$$

Another solution of equation (114) of the form

$$
\begin{array}{ll}
M_{1}=\left(\begin{array}{cccc}
k_{11} & 0 & k_{12} & 0 \\
k_{21} & 0 & k_{22} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) & M_{2}=\left(\begin{array}{cccc}
0 & k_{11} & 0 & k_{12} \\
0 & k_{21} & 0 & k_{22} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
M_{3}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
k_{11} & 0 & k_{12} & 0 \\
k_{21} & 0 & k_{22} & 0
\end{array}\right) & M_{4}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & k_{11} & 0 & k_{12} \\
0 & k_{21} & 0 & k_{22}
\end{array}\right)
\end{array}
$$

provides the following deformed associative product discussed in [44]:

$$
\begin{equation*}
a \odot b=a k b \tag{115}
\end{equation*}
$$

where the product of three matrices in the right-hand side of equation (115) is the standard one

$$
k=\left(\begin{array}{ll}
k_{11} & k_{12} \\
k_{21} & k_{22}
\end{array}\right)
$$

If the matrices $M_{k}$ are symmetric ones, the product of the matrices is commutative. One can compare equation (114) with the Jacobi identity for structure constants of a Lie group $C_{s k}^{(m)}$

$$
\begin{equation*}
\sum_{m} C_{s k}^{(m)} C_{n m}^{(l)}+\sum_{m} C_{k n}^{(m)} C_{s m}^{(l)}+\sum_{m} C_{n s}^{(m)} C_{k m}^{(l)}=0 \tag{116}
\end{equation*}
$$

Equation (116) is also a quadratic relation similar to equation (114). The standard associative product of matrices may be defined not only for square matrices but also for the rectangular ones. It is possible to provide different associative products also for rectangular matrices if one maps the matrices onto the set of vectors in a linear space. The dimensionality of the linear space is the highest dimensionality of the square matrices involved in the product. Thus, the problem of different associative products for rectangular matrices may be reduced to the problem of different associative products of square matrices under discussion. The defined associative product of $2 \times 2$-matrices can be extended easily to $n \times n$-matrices and to the products of kernels of the operators in infinite-dimensional spaces.

## Appendix B. The associative product on vector spaces of infinite dimensions

We will present the corresponding formulae for the associative product of functions $f(\boldsymbol{x})$, where $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. The function $f(\boldsymbol{x})$ can be considered as a set of vector components $f_{x} \equiv f(x)$. Due to this, one can use the procedure presented for $2 \times 2$-matrices. The standard product of functions

$$
\begin{equation*}
\left(f_{1} f_{2}\right)(x)=f_{1}(x) f_{2}(x) \tag{117}
\end{equation*}
$$

can be presented in the integral form

$$
\begin{equation*}
f_{1}(\boldsymbol{x}) f_{2}(\boldsymbol{x})=\int f_{1}(\boldsymbol{y}) f_{2}(\boldsymbol{z}) K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{z} \tag{118}
\end{equation*}
$$

where the kernel has the form

$$
\begin{equation*}
K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})=\delta(\boldsymbol{x}-\boldsymbol{y}) \delta(\boldsymbol{x}-\boldsymbol{z}) \tag{119}
\end{equation*}
$$

to reproduce the point-wise product. The product (117) is known to be associative. Introducing the following notation for the kernel:

$$
M_{x}^{y z} \equiv K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})
$$

one sees that the kernel in (118) is completely analogous to $M_{k}^{n s}$ in equation (113). It is now clear that instead of the kernel (119) one can use other kernels, and define other associative star products for the functions $f_{1}(\boldsymbol{x})$ and $f_{2}(\boldsymbol{x})$ by setting

$$
\begin{equation*}
\left(f_{1} * f_{2}\right)(\boldsymbol{x})=\int f_{1}(\boldsymbol{y}) f_{2}(\boldsymbol{z}) K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{z} \tag{120}
\end{equation*}
$$

The associativity condition requires that the integral equation for the kernel

$$
\begin{equation*}
\int K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}) K(\boldsymbol{z}, \boldsymbol{l}, \boldsymbol{t}) \mathrm{d} \boldsymbol{z}=\int K(\boldsymbol{x}, \boldsymbol{z}, \boldsymbol{t}) K(\boldsymbol{z}, \boldsymbol{y}, \boldsymbol{l}) \mathrm{d} \boldsymbol{z} \tag{121}
\end{equation*}
$$

be satisfied. If $K(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})=K(\boldsymbol{x}, \boldsymbol{z}, \boldsymbol{y})$, the star product of functions turns out to be a commutative product. The general form for the solution of the associativity condition was discussed in [47] and for grassmanian variables in [48].

## References

[1] Wigner E 1950 Phys. Rev. 77711
[2] Lopez-Peña R, Man’ko V I and Marmo G 1997 Phys. Rev. A 561126
[3] Cariñena J F, Ibort L A, Marmo G and Stern F 1995 Phys. Rep. 263153
[4] Wigner E 1932 Phys. Rev. 40749
[5] Mancini S, Man’ko V I and Tombesi P 1996 Phys. Lett. A 2131
[6] Mancini S, Man'ko V I and Tombesi P 1997 Found. Phys. 27801
[7] Cahill K E and Glauber R J 1969 Phys. Rev. 1771882
[8] Dirac P A M 1958 The Principles of Quantum Mechanics 4th edn (Oxford: Pergamon)
[9] von Neumann J 1932 Mathematische Grundlagen der Quantenmechanik (Berlin: Springer)
[10] Schrödinger E 1926 Ann. Phys., NY 79489
[11] Heisenberg W 1927 Z. Phys. 43172
[12] Moyal J E 1949 Proc. Camb. Phil. Soc. 4599
[13] Glauber R J 1963 Phys. Rev. Lett. 1084
[14] Sudarshan E C G 1963 Phys. Rev. Lett. 10177
[15] Husimi K 1940 Proc. Phys. Math. Soc. Japan 23264
[16] Dodonov V V and Man’ko V I 1997 Phys. Lett. A 239335
[17] Man'ko V I and Man'ko O V 1997 Sov. Phys.-JETP 85430
[18] Agarwal G S 1998 Phys. Rev. A 57671
[19] Weigert S 2000 Phys. Rev. Lett. 84802
[20] Man'ko V I and Marmo G 1998 Phys. Scr. 58224
[21] Man'ko V I and Marmo G 1999 Phys. Scr. 60111
[22] Fedosov B 1994 J. Diff. Geom. 40213
[23] Kontsevich M 1997 Deformation quantization of Poisson manifolds: I. Preprint q-alg/9709040
[24] Stratonovich S L 1956 Zh. Éksp. Teor. Fiz. 311012 (Engl. Transl. 1957 Sov. Phys.-JETP 4 891)
[25] Brif C and Mann A 1999 Phys. Rev. A 59971
[26] Zachos C 2000 J. Math. Phys. 415129
[27] Curtright T, Uematsu T and Zachos C 2001 Generating all Wigner functions Preprint hep-th/0011137 v2
[28] Man'ko O V, Man'ko V I and Marmo G 2000 Phys. Scr. 62446
[29] Vasiliev M A 1988 Fortschr. Phys. 3633
[30] Vasiliev M A 1999 Higher spin gauge theories: star-product and ads space Preprint hep-th/9910096 v1
[31] Bayen F, Flato M, Fronsdal C, Lichnerovicz A and Sternheimer D 1975 Lett. Math. Phys. 1521
[32] Biedenharn L C 1989 J. Phys. A: Math. Gen. 22 L873
[33] Macfarlane A J 1989 J. Phys. A: Math. Gen. 224581
[34] Man'ko V I, Marmo G, Solimeno S and Zaccaria F 1993 Int. J. Mod. Phys. A 83577
[35] Man'ko V I, Marmo G, Sudarshan E C G and Zaccaria F 1997 Phys. Scr. 55528
[36] Man’ko V I, Marmo G, Sudarshan E C G and Zaccaria F 1996 f-Oscillators, Proc. 4th Wigner Symp (Guadalajara, Mexico, July 1995) ed N M Atakishiyev, T H Seligman and K-B Wolf (Singapore: World Scientific) p 421
[37] de Matos Filho R L and Vogel W 1996 Phys. Rev. A 544560
[38] Man’ko V I, Marmo G, Sudarshan E C G and Zaccaria F 1997 Int. J. Mod. Phys B 111281
[39] Aniello P, Man'ko V I, Marmo G, Solimeno S and Zaccaria F 2000 J. Opt. B: Quantum Semiclass. Opt. 21
[40] Man'ko V I, Marmo G, Sudarshan E C G and Zaccaria F 1999 J. Russ. Laser Res. vol 20 (New York: Plenum) p 421
[41] Man'ko M A, Man’ko V I and Mendes R V 2001 J. Phys. A: Math. Gen. 348321
[42] D'Ariano G M, Mancini S, Man'ko V I and Tombesi P 1996 J. Opt. B: Quantum Semiclass. Opt. 81017
[43] Mancini S, Man'ko V I and Tombesi P 1997 J. Mod. Opt. 442281
[44] Man'ko V I, Marmo G and Zaccaria F 1995 q-nonlinearity, deformations and Planck distribution Symmetry in Science VII: Proc. Int. Symp. (Bregenz, Austria, Aug. 1994) ed B Gruber (New York: Plenum) p 334
[45] Cariñena J F, Grabowski J and Marmo G 2000 Int. J. Mod. Phys. A 154797
[46] Cariñena J F, Grabowski J and Marmo G 2001 J. Phys. A: Math. Gen. 343769
[47] Batalin I A and Tyutin I V 1993 J. Math. Phys. 34369
[48] Tyutin I V 2001 Teor. Mat. Fiz. 127253

